The response of a gravel-bed river planform configuration to flow variations and bed reworking: a modelling study
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Abstract:
A 2D depth-averaged model has been developed for simulating water flow, sediment transport and morphological changes in gravel-bed rivers. The model was validated with a series of laboratory experiments and then applied to the Nove reach of the Brenta River (Northern Italy) to assess its bed material transport, interpret channel response to a series of intensive flood events (R.I. ≈ 10 years) and provide a possible evolutionary scenario for the medium term. The study reach is 1400 m long with a mean slope of 0.0039 m m⁻¹. High-resolution digital terrain models were produced combining LiDAR data with colour bathymetry techniques. Extensive field sedimentological surveys were also conducted for surface and subsurface material. Data were uploaded in the model and the passage of two consecutive high intensity floods was simulated. The model was run under several hypotheses of sediment supply: one considering substantial equilibrium between sediment input and transport capacity, and the others reducing the sediment supply. The sediment supply was then calibrated comparing channel morphological changes as observed in the field and calculated by the model. Annual bed material transport was assessed and compared with other techniques. Low-frequency floods (R.I. ≈ 1.5 years) are expected to produce negligible changes in the channel while high floods may erode banks rather than further incising the channel bed. Location and distribution of erosion and deposition areas within the Nove reach were predicted with acceptable biases stemming from imperfections of the model and the specified initial, boundary and forcing conditions. A medium-term evolutionary scenario simulation underlined the different response to and impact of a consecutive sequence of floods. Copyright © 2015 John Wiley & Sons, Ltd.
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INTRODUCTION
Many gravel-bed rivers in Italy have been disturbed by human interventions over the last decades (Surian and Rinaldi, 2003). The recent narrowing and incising trends of the Brenta River (Northern Italy) have been analyzed by means of aerial photographs (Moretto et al., 2014b). In other cases, such as the Piave River (Northern Italy), the availability of historical documents allowed the complete reconstruction of a chronology of changes over the last 200 years (Comiti et al., 2011). Basin works such as reforestation, building of check-dams along tributaries, and the construction of major reservoirs for electricity generation have severely reduced the sediment supply to lowland gravel-bed rivers. Local in-channel activities such as gravel mining and longitudinal bank protections have also increased the sediment deficit (Surian and Rinaldi, 2003). Nowadays, it is widely recognized that a change in sediment supply can be the key factor determining channel adjustments in many gravel-bed rivers (e.g. Rinaldi et al., 2005; Comiti et al., 2011). Hence, in most cases management strategies have concentrated on influencing sediment supply to restore river systems by enhancing channel dynamics.

Recent studies have been performed on the Danube River (Austria), where bedload was measured by direct techniques (Liedermann et al., 2010a,b, 2013; Tritthart et al., 2011b). Other examples of direct measurement techniques used on gravel-bed rivers are reported in the literature (Habersack, 2001; Rennie and Millar, 2004; Lamarre et al., 2005; Allan et al., 2006; Lamarre and Roy, 2008; Habersack et al., 2008, 2013; Liebault et al., 2009; Tritthart et al., 2011b). However, sediment transport is not usually directly measured in large gravel-bed rivers because it can be a dangerous and expensive task, so indirect or morphological strategies are used instead (e.g. Gray et al., 2010). So far, cross sections in Italian gravel-bed rivers have been surveyed and compared along the reaches of Brenta River (Surian and
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Cisotto, 2007) and Piave River (Comiti et al., 2011), involving standard GPS procedures. Recently, the combined use of laser imaging detection and ranging (LiDAR) data and elevation reconstruction by colour bathymetry techniques has produced high-resolution digital terrain models (DTMs) which allow detailed studies at the reach scale (Moretto et al., 2014a).

If field data on sediment transport are not available and difficult to gather, an alternative for assessing sediment dynamics in a gravel-bed river is the use of numerical models. The selection of the appropriate model requires a previous definition of the scale of reference, i.e. the length of the study reach. Three types of model are available: 1D models for the analysis of water depth, longitudinal flow velocities and shear stress, and sediment transport capacity, over tens of kilometres; 2D models, best used on shorter reaches for the analysis of specific morphological units; and 3D models at very specific sites such as bridges, embankments and rip-raps. Restoration programmes in Europe have made use of these techniques to support river modelling focussed on assessing the potential impacts of different river management strategies (Habersack and Piégay, 2006; Formann et al., 2007). These models are based on the Saint-Venant equations or the Reynolds’ equation that describe the flow in 1D models and 2D–3D models, respectively. As an alternative, reduced-complexity numerical models have recently been used on gravel-bed rivers. For example, Zilian and Surian (2012) applied a cellular automaton model for interpreting past changes in the Tagliamento River and to assess possible evolutionary trajectories according to different flow regime scenarios.

Several 2D models have been developed over the last years for explaining and predicting the shape of a river. Some were created to reproduce the complex flow in meandering rivers (Wu et al., 2000; Ferguson et al., 2003; Abad et al., 2008). The flow of water in meandering rivers is highly disturbed by channel sinuosity that induces secondary currents (Rozovskii, 1961). Sediment is transported both in suspension and as bedload and comprises fine sizes, i.e. sand. In addition, bank failure models have to consider material cohesion because of the presence of silt and clay (Darby et al., 2002).

Gravel-bed rivers have several features that differentiate them from sand-bed rivers: both bed and banks are composed of non-cohesive material (mixture of sand, gravel and cobbles, although some cohesion can be provided by vegetation roots), the aspect ratio (width/depth) is higher because channels are wider and shallower; bedload transport is responsible for shaping the channel, material in suspension is negligible for channel change (Leopold, 1992) and the bed is usually armoured, which regulates the interaction between bed surface and sediment transport (Parker and Klingeman, 1982). These features impose new and different challenges for modelling. The last years have also witnessed the production of numerical models that consider some of the aforementioned features. For instance, Nagata et al. (2000) developed a depth-averaged shallow water model including a sediment transport model (with only one grain size) and a bank failure model for gravel-bed rivers. Jang and Shimizu (2005) and Garcia-Martinez et al. (2006) later developed models for wide channels using Meyer–Peter and Müller’s sediment transport formula for uniform material. Li and Millar (2007) extended the Mike 21C model implementing Parker’s (1990) sediment transport model for mixtures. Recently, the river simulation model RSim-3D (Trithart and Gutknecht, 2007a), which solves the 3D Reynolds-averaged Navier Stokes equations using the Finite Volume Method (FVM) on a mesh consisting of arbitrarily shaped polyhedra, was applied to the Danube River (Trithart and Gutknecht, 2007b; Trithart et al., 2009) including non-uniform sediment transport (Trithart et al., 2011a,b).

This paper presents a field case application of the 2D depth-averaged hydrodynamic and sedimentological model designed and developed to assess morphological planform changes and estimate bed material transport associated with flood events in gravel-bed rivers. The 2D model is tested against a series of laboratory runs and then used with a high-resolution digital terrain model (DTM) of a reach of the Brenta River with the aims of: (i) assessing bed material transport and interpretation of channel planform response to a series of intensive and consecutive flood events (R.I. ≈ 10 years) that occurred in 2010; (ii) providing a possible evolutionary scenario of the Nove reach of the Brenta River in the medium term.

2D HYDRODYNAMIC AND SEDIMENTOLOGICAL MODEL

Hydraulic model

STREMR constituted the starting point for the development of the Licanleufú 2D model (Kaless, 2013; Kaless et al., 2013). STREMR was developed by Robert Bernard at the Waterways Experiment Station of the US Army Corps of Engineers (Bernard, 1993). The model resolves the depth-averaged Reynolds’ equations including the standard $k–\varepsilon$ model for turbulence closure. Several changes have been introduced in the original STREMR scheme. The rigid-lid approximation for the free surface was improved by replacing pressure, as a dependent variable, with water surface elevation. Water depth was then introduced in the continuity equation and had to be solved as another time-dependent variable. The governing equations are the depth-averaged versions of mass
balance and momentum balance for shallow water, unsteady flows:

$$\frac{\partial z_{aws}}{\partial t} + \frac{\partial (hU)}{\partial x} + \frac{\partial (hV)}{\partial y} = 0 \quad (1)$$

$$\frac{\partial U}{\partial t} + U \frac{\partial U}{\partial x} + V \frac{\partial U}{\partial y} = -g \frac{\partial z_{aws}}{\partial x} + T_x - Ch^{-1}U|U| \quad (2)$$

$$\frac{\partial V}{\partial t} + U \frac{\partial V}{\partial x} + V \frac{\partial V}{\partial y} = -g \frac{\partial z_{aws}}{\partial y} + T_y - Ch^{-1}V|U| \quad (3)$$

where $z_{aws}$ is the water surface elevation, $h$ is the flow depth, $U$ and $V$ are the depth-averaged velocity components in the $x$ and $y$ directions, $|U|$ is the modulus of the depth-averaged velocity vector, $T$ is the force because of viscous effects and $C$, a friction coefficient. The local acceleration and convective components of acceleration are on the left hand side of Equations (2) and (3); on the right hand side, there are the most important forces (per unit mass) considered in this model, i.e. gravitational force, the forces that arise in a turbulent flow because of momentum exchange, and the force because of the interaction of the flow and the channel bed. Secondary current and sidewall effects were discarded. However, the stream line curvature was considered later for estimating the near bed velocity that drives the movement of gravel on the bed (Nagata et al., 2000).

The friction coefficient is related to the bed roughness using Keulegan’s (1938) equation and Kamphuis’s (1974) experimental results:

$$C^{-2} = 2.5 \ln \left(11 \frac{h}{k_s}\right) \quad (4)$$

$$k_s = 2D_{90} \quad (5)$$

These formulae account for energy losses because of grain roughness. Kamphuis conducted experiments on flumes with flat bed, and his results were corroborated by Wong and Parker (2006). However, gravel-bed rivers have a non-uniform channel composed of riffles, pools with alternating bars, and hence an extra dissipation term should be added for bed-form resistance. The use of just Equations (4) and (5) in this study is supported by field measurements that indicate that at bankfull stages grain roughness accounts for all the resistance (Kallest, 2013).

More details on the hydraulic model and the numeric methods can be found in Bernard (1993) and Kallest (2013). Further details on the Licanleufú model are also reported in Kallest (2013) and Kallest et al. (2013).

**Sediment transport model**

Sediment transport is modelled assuming local equilibrium conditions (Wu, 2007) and using Exner’s equation that relates spatial changes in sediment transport with temporal variation of bed elevation. It is expressed as:

$$(1 - \lambda) \frac{\partial z_b}{\partial t} = \sum_k q_k \quad (6)$$

where $\lambda$ is the bed material porosity, $z_b$ is the bed elevation and $q_k$ is the sediment transport vector for the $k^{th}$ grain size class, which is evaluated with a sediment transport model. The sum on the right side indicates that the divergence must be evaluated for all grain size classes ($k$ varies from 1 to $N$, the number of grain classes).

The temporal evolution of the surface grain size distribution is described using the active layer approach (Hirano, 1971; Parker and Sutherland, 1990). For each grain size class there is a mass balance equation:

$$\frac{\partial (L_aF_k)}{\partial t} = -\nabla q_k + f_{ik} \left(\frac{\partial L_a}{\partial t} - \frac{\partial z_b}{\partial t}\right) \quad (7)$$

where $L_a$ is the height of the active layer, and $F_k$ and $f_{ik}$ are the surface and interface exchange grain fractions (for the $k^{th}$ grain size class), respectively. The active layer is assumed to have a height of the same order as the largest particles: $L_a = 2D_{90}$ (Parker et al., 2006). The interface grain size distribution $f_{ik}$ depends on whether the bed is degrading or aggrading. When the bed degrades $f_{ik}$ is equal to the substrate grain size distribution. On the contrary, when the bed aggrades a mixture between the bedload and the active layer material is adopted (Parker et al., 2006).

The bulk transport per unit width of the $k^{th}$ grain size class is calculated using Wilcock and Crowe’s (2003) sediment transport model. Sediment transport is calculated considering the surface grain size distribution (GSD) and sand content. The latter is an important improvement of the Wilcock–Crowe model that affects the reference shear stress: the higher the sand fraction content, the lower the reference shear stress. The transport rate depends on the shear stress because of bottom roughness, which is evaluated using the Darcy–Weissbach equation:

$$\tau = \rho C |U|^2 \quad (8)$$

where the friction factor $C$ is evaluated using Equation (4).

The direction of sediment transport depends on the direction of the main flow, the presence of secondary currents and bed topography. First, the direction of near bed flow relative to the main flow is calculated using the secondary flow correction. The influence of gravity is then included and depends on grain size, i.e. the trajectory of coarse grains will be more affected by gravity, and fine grains will tend to follow bed flow direction. This process promotes spatial segregation (see Kallest, 2013, for more details).
Bank erosion model

Sediment transport near the banks is expected to produce local erosion. The heuristic model proposed by Jang and Shimizu (2005) has been adopted for modelling the bank failure. When the slope exceeds the angle of repose (assumed to be \( \tan \phi = d \), the dynamic Coulomb coefficient) a failure surface inclined at the angle of repose is extended up to the floodplain surface. All the sediment above the failure lines moves downstream to form a deposit with a linear upper surface. The new surface grain size distributions for deposited and eroded areas are evaluated considering a mixture between the previous surface layer and the substrate material (see Kalesss, 2013). Bank retreat occurs when bank failure moves the bank line outside the current domain. When this happens, a new mesh is created considering that cross sections are equally spaced along the centreline of the channel. Then points across the sections are also placed considering equal spacing. The surface grain size distribution is calculated by interpolation.

Boundary conditions

The boundary conditions consist of the specification of water and sediment fluxes and their distribution along the upstream cross section and water level at the downstream end, for which the normal flow is adopted. Flow through the lateral boundaries is not allowed. Because flow is unsteady, a specific treatment (drying/wetting processes) was considered for inner and lateral boundaries. The domain is divided into ‘dry’ and ‘wet’ cells if water depth is below or above a minimum value, respectively (see Kalesss, 2013, for further details).

Numerical methods

A finite-volume discretization scheme with a curvilinear boundary–fitted grid was adopted. The location of dependent variables is specified according to a staggered grid: fluxes \((Q_U\) and \(Q_V\)) are calculated at face centre, and scalar variables (water surface elevation, turbulent kinetic energy \(k\), dissipation rate \(\varepsilon\), sediment transport, bed elevation and grain size distributions) are calculated at cell centre. The cell-centred depth-averaged velocities \(U\) and \(V\) are computed from \(Q_U\) and \(Q_V\) only when they are needed, for instance, to compute the viscous, friction forces and bottom shear stress.

Advection terms require specific numerical methods in order to avoid instabilities: (i) the momentum equations are solved applying MacCormack’s predictor-corrector scheme, adapted from Bernard (1993) for solving a free surface flow; (ii) the transport equations of the standard \(k-\varepsilon\) model are solved using the Euler (first order) upwind scheme; and (iii) the Exner equations (for bed elevation and grain size distribution) use Euler’s scheme with the HLPA interpolation method for the divergence term (Zhu, 1991).

Flow and sediment transport calculations are decoupled because bed changes are very slow. First, the flow equations are solved considering a fixed bed, and then sediment transport is calculated considering water surface and discharge fixed (but water depth and mean velocity are adjusted considering bed elevation changes). For ‘short-term’ simulations a tolerance is imposed for bed change, and when this is exceeded, the hydraulic parameters are updated solving the flow equations. Instead, for a ‘long-term’ simulation that normally spans several days, hydraulic parameters are held fixed during the time step of the hydrograph (normally assumed to be one day). Because the initial conditions differ with respect to the steady-state flow an unsteady flow will occur. The hydrodynamic calculation stops when the difference between the discharge through all the cross sections and the incoming discharge is below a given tolerance.

VALIDATION OF THE MODEL

The hydraulic model has been extensively tested in previous studies. Bernard (1993) presented a comparison of laboratory measurements and model predictions for a double bendway trapezoidal channel. The model was also applied successfully to natural meandering rivers (Rodriguez et al., 2004). More recently, Abad et al. (2008) also applied STREMR to meandering rivers, but they extended the model to perform sedimentological simulations (STREMR HySed). They showed that the correction because of secondary flow was capable of capturing the location of erosion and deposition areas. All these examples refer to meandering rivers where an important role of the secondary circulation is expected. With regard to gravel-bed rivers, Lane and Richards (1998) used STREMR to study in detail the flow properties in a small braided stream in a proglacial area of Switzerland. They concluded that the secondary circulation correction had little effect upon velocity predictions and underlined the importance of roughness specification as a source of error for velocity prediction. They also found that the effect of sidewall correction was negligible.

Three tests are presented for assessing specific features introduced in the Licanleufú 2D model: sediment transport, bed armouring and morphological changes.

Test 1: sediment transport in a narrow channel with mobile bed.

The first test was conducted to assess the performance of the Wilcock and Crowe (2003) sediment transport model under conditions of mobile bed armour.

Experiment setup. The experiments were conducted in an 8-m-long, 0.3-m-wide laboratory channel, with a slope of 0.01 m m\(^{-1}\). Channel walls were made of Plexiglas.
Sediment was collected at the downstream end of the flume using a full-width trap. At the beginning of each experiment, the sediments were thoroughly mixed and then screeded flat to a thickness of 0.13 m. The mixture had a bimodal grain-size distribution (20% sand–80% gravel) with $D_{16} = 1.7$ mm; $D_{50} = 6.2$ mm; $D_{84} = 9.8$ mm. Sediment was recirculated manually allowing the formation of a mobile armour layer. Eight runs were performed with discharges ranging from 7.1 to 25.61 s$^{-1}$. Water depth was measured at 11 positions along the flume. Final surface grain size distribution was calculated from eight photos (area: $0.20 \times 0.15$ m) using the grid-by-number approach (for more details on the experiment setup see Mao et al., 2011).

Results. The Wilcock–Crowe model was applied using measured surface grain size distribution, water depth and slope. Shear stress was corrected for side-wall effects considering a bed roughness $k_s = 2 \times D_{90}$ (Kamphuis, 1974; Wong and Parker, 2006). Total sediment transport was calculated for each run. Figure 1 shows the comparison between predicted and observed sediment transport. Sediment transport calculated with Wilcock and Crowe’s model appears to be biased as the formula tends to overpredict at low flows ($\tau_c^* = 0.037$) by a factor ranging from 4.5 to 18 times the observed values ($p$-value < 0.001). However, at higher flows ($\tau_c^* > 0.050$) the predicted values are much closer to the observed ($p$-value = 0.066); thus, the model seems to be more reliable for high shear stress intensities. Application of the Licanleufú model to the Brenta River will be used to predict morphological changes because of the occurrence of three flood events. The computed dimensionless shear stresses are within the range of 0.20 – 0.40 (i.e. much higher than the experimental range), and thus the bias for low shear stresses should not considerably affect the model performance.

Test 2: static armour development in a wide channel

The second test is intended to assess the capacities of the sedimentological model considering the sediment transport and the variation in surface grain size distribution simultaneously.

Experiment setup. The experimental channel was 2 m wide and 11 m long with a longitudinal slope of 0.005 m m$^{-1}$. Sidewalls were made of Plexiglas, so bank erosion was not possible. Eight traps covering the whole channel width were used to collect the transported sediments. Traps were removed and emptied at variable intervals in order to derive bedload transport rates and grain size. The bulk gravel–sand mixture had the following percentiles: $D_{16} = 4.1$ mm, $D_{50} = 6.4$ mm and $D_{84} = 13.1$ mm. At the beginning of the experiment sediments were screeded flat to the specified bed slope. Pressure transducers were placed beneath the sediments along the channel centre for measuring the water surface elevation. A run was performed with a water discharge of 340 s$^{-1}$ m$^{-1}$. The experiment continued until the outgoing sediment transport was 1% the initial value. At this point photos were taken of the bed surface, and the grid-by-number approach was used to evaluate the average surface grain size distribution.

Model setup. The initial water surface elevation was calibrated against measurements so as to ensure similar hydrodynamic conditions in the flume and model. Bed roughness was also verified, and a value of $k_s/D_{90} = 2$ was adopted. Because there was no armour at the initial state, the surface grain size distribution was assumed equal to the bulk sand–gravel mixture. Bed material (substrate and active layer) was divided in 13 grain size classes ranging from 0.7 mm to 64 mm. In this way, five classes described the sand component and eight the gravel component of the mixture. The mixture porosity was calculated using an empirical formula proposed by Wu and Wang (2006), giving the value $\lambda = 0.27$. The following boundary conditions were assumed for the simulations: (i) fixed downstream water surface elevation; (ii) constant upstream incoming water discharge; (iii) null sediment supply; and (iv) minimum bed elevation at the downstream end (no erosion can take place below this level). The model was run under the ‘short-term’ configuration considering a maximum bed elevation change of 2%. The flow domain was defined by an orthogonal mesh with a grid size of 0.125 m in the transversal direction and 0.25 m in the flow direction.

Results and discussion. During the experiment, the bed experienced degradation in its upstream end and a progressive bed surface coarsening. Sediment transport rate reached the highest intensity at the beginning of the
experiments (53 gr m\(^{-1}\) s\(^{-1}\)) and decreased quickly to below 1% of the initial rate after 45 h (Figure 2).

The calibrated run approached the maximum initial sediment transport rate (45 gr m\(^{-1}\) s\(^{-1}\), see run W2 in Figure 2). It is worth noting that, as the downstream water depth increases the predicted initial transport rate decreases significantly (28 and 17 gr m\(^{-1}\) s\(^{-1}\), for runs W6 and W7, respectively). After the first hours of simulation, as sediment transport decreases, the model overpredicts the sediment transport, confirming that sediment transport is better predicted at higher intensities (above 10\(^{-5}\) m\(^3\) s\(^{-1}\)) and overpredicted at lower intensities (below 10\(^{-6}\) m\(^3\) s\(^{-1}\)).

With regard to the GSD of outgoing bedload, all the runs predicted the same distribution. The predicted GSD approximated well the observed GSD for the lower percentiles (D\(_{16}\), D\(_{50}\), Table I), i.e. the predicted median diameter was very close to the observed mean value. There is instead a clear discrepancy for the coarser fractions, as the predicted percentile 84% is somewhat lower than the observed. However, if the final surface GSD is considered, the predicted values are similar to measurements and range within the uncertainty band (see also Table I). In the case of D\(_{84}\), while the predicted value was 16.1 mm, measurements were in the range of 15.2 mm – 20.3 mm.

Previous researches have shown that armouring development occurs into two phases: a first phase when the bed degrades and then a second one when the surface coarsens because of selective transport of fine sediments at flows below the threshold for entrainment of larger grain sizes, so the bed surface is winnowed of the most easily moved fine sediment (Church et al., 1998; Wilcock et al., 2001; Mao et al., 2011). When the static armour layer has developed local exchange with the bed ceases.

<table>
<thead>
<tr>
<th>Transported GSD</th>
<th>Bed surface GSD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pred</td>
<td>Obs</td>
</tr>
<tr>
<td>D(_{16}) (mm)</td>
<td>3.0</td>
</tr>
<tr>
<td>D(_{50}) (mm)</td>
<td>5.4</td>
</tr>
<tr>
<td>D(_{84}) (mm)</td>
<td>8.0</td>
</tr>
</tbody>
</table>

The application of the model showed that during the first phase sediment transport decreases as bed slope reduces (i.e. it is entirely governed by hydraulics). The second phase was also present in the experiment: although the final surface grain size distribution was only slightly coarser than the initial one, an incipient static armour developed. The measured absolute degree of armouring was D\(_{50}/D_{50,ss}\) = 1.26, while the predicted one was 1.17. This indicates that selective transport took place in the flume. Fractional transport rates were also calculated using sediment transport rates at the beginning and end of the experiment. For the initial state, the initial bulk GSD was considered, while the final surface GSD was used for the final fractional rate. Resulting curves (Figure 3) show that at the beginning of the experiment, when there was no armour layer, all the grain fractions were transported (full transport) whereas by the end of the experiment partial transport occurred. Coarse material remained on the bed while fine grains were winnowed. On the contrary, Wilcock–Crowe’s model predicts selective transport in all the sediment transport stages.

![Figure 2](image-url)

Figure 2. Comparison of predicted and observed outgoing sediment transport. Model sensitivity has been assessed by changing the downstream water surface elevation (see text).

![Figure 3](image-url)

Figure 3. Measured fractional transport rates divided by the grain size frequency in the bed surface. At the beginning of the experiment full transport took place, while by the end, transport was partial. The figure also includes fractional ratios predicted with Wilcock and Crowe’s (2003) sediment transport model.
because full transport conditions were not included in their experiments.

The presented results further reveal how challenging it can be for a transport equation to take into account the influence of shear stress on the fractional transport rate. In fact, although included in the structure of the equation, very high shear stresses would be required to achieve a condition of full transport. In the application to the Brenta River, the computed dimensionless shear stresses range between 0.20 and 0.40, i.e. about 6 to 13 times the reference shear stress \( \tau_c^* = 0.03 \), which would certainly produce full transport conditions, leading to an underestimation of the transport of the coarser fractions.

**Test 3: morphological changes in a large erodible stream**

The objective of the third test was to assess the performance of the morphological module, i.e. to test its capacity to predict both bed and bank changes.

**Experiment setup.** Schmautz (2003) performed a series of experiments in a sand excavated stream within a wider channel. The ‘Isar’ run was selected for the present study: the stream was 72 m long and had a trapezoidal cross section, 3.25 m wide at the bottom and 3.78 m at the top. The stream depth was 0.133 m, and its slope was 0.0085 m m\(^{-1}\). The stream bed and bank material was composed of a mixture of 90% sand and 10% fine gravel (material was in the range of 0.064 mm – 5 mm, with mean diameter \( D_m = 1.2 \) mm). Discharge was held constant during the experiment at 243.21 s\(^{-1}\), and water surface elevation was set at the bankfull level at the downstream end. The experiment lasted for 53.7 h, but channel width attained equilibrium at 26.8 h.

**Model setup.** The water surface bankfull level condition in the experiment was used to calibrate the roughness parameter, and a value of \( ks/D_{90}=1 \) was selected. Schmautz (2003) reports sediment transport measurements used to calibrate Peter–Meyer and Müller’s model. The calibrated relation was used in this study to verify the performance of Wilcock–Crowe’s model for the range of shear stress found in the stream. Two runs were prepared: the first represented bed material with 11 grain size classes, and the second had only one grain size class (with the same mean geometric diameter and \( D_{90} \)). In this way, armour development was allowed in the first run but was inhibited in the second. The porosity of the mixture was calculated using the empirical formula proposed by Wu and Wang (2006), giving the value \( \lambda = 0.34 \). The following boundary conditions were assumed for the simulations: (i) fixed downstream water surface elevation; (ii) constant upstream incoming water discharge; (iii) null sediment supply; and (iv) minimum bed elevation at the downstream end (no erosion can take place below this level). The model was run under the ‘short-term’ configuration considering a bed elevation change tolerance of 2%. An orthogonal mesh was used with a grid size of 0.50 m in the flow direction and a variable size in the transversal direction; the grid was coarser in the channel centre (0.38 m) and finer in the bank region (0.03 m) because shear stress changes strongly near the banks.

**Results and discussion.** Bed degradation was observed in the experimental stream, starting at the upstream end and propagating downstream as the experiment proceeded. At time 26.8 h bed degradation extended over 26 m. Downstream of this point, the bed was almost in equilibrium and had nearly the same elevation as the initial state (actually it was 2 mm above the initial bed). Figure 4 shows the bed profile at the end of the simulation (time 26.8 h). The elevation is defined as the mean bed level along the initial bottom width. Run 1 predicted also bed erosion at the upstream end; however, it affected a smaller sub-reach (comprising from \( x = 0 \) m to \( x = 8.5 \) m). Downstream of this sub-reach, the model predicted the same mean bed elevation as the observations. The effect of the armour layer development is quite evident in this simulation. Figure 4 also includes the armour ratio (surface median diameter/subsurface median diameter), which has a value of 2 at the upstream end and lowers downstream but remains above 1. When the armour layer development option was inhibited in Run 2, a deeper erosion was predicted upstream which is very similar to observations. A discrepancy remains between cross sections located at \( x = 8 \) m and \( x = 25 \) m, which has not been explained.

The stream width was measured at half the depth of the stream (mean bed elevation was calculated considering the initial bottom width). At the beginning of the experiment the stream width was 3.5 m. Bank erosion then occurred, widening the stream until the equilibrium state was reached at time 26.8 h. Figure 5 shows the

---

[Image of Figure 4: Comparison between predicted and observed bed elevation. The armour ratio of the surface layer is also included for Run 1]
downstream variation of the width at this moment. In the first 29 m the width changed from 3.4 m to 3.95 m and then remained nearly constant with a mean value of 3.96 m. The cross section predicted by Run 1 was narrower than measurements (mean width 3.67 m). Again, it was because of the stabilizing effect of bed armouring that reduced the lateral sediment transport and bank retreat. The calculated armour ratio was 1.5 at the bank toe. Instead, Run 2 predicted a cross section very similar to the observed one in the sub-reach between cross sections located at \( x = 29 \text{ m} \) and \( x = 70 \text{ m} \) (mean value 3.99 m). Upstream of this sub-reach, predictions differed from observations: the width changed faster and reached the stable value before observations. This discrepancy may be related to boundary perturbations in the experiment that are not present in the simulations.

Figure 4 shows an anomalous bed curvature inversion between cross sections located at \( x = 9 \text{ m} \) and \( x = 25 \text{ m} \) that was not predicted by the model.

Although run 1 was set up considering the whole range of sediment sizes, questions arise on the applicability to a sand-bed stream of a sediment transport model developed for gravel-bed rivers. For instance, the development of the armour layer predicted by the model is not to be expected in a sand-bed river. While the development of the armour layer in the model produced bias in the results, when the transport model was tested against measurements and the bulk transport was considered inhibiting the possibility of armour layer development, the predicted values agreed with measurements, validating the bank erosion model.

FIELD APPLICATION

A field application of the model is presented considering a reach of a gravel-bed river, the Brenta River (Italy). The application is focused on (i) assessing bed material transport, sediment budget and dynamics, (ii) interpreting channel response to a series of intensive flood events (R.I. > 9 years) that occurred in 2010, and (iii) providing a possible evolutionary scenario of the Brenta River in the medium term.

Physiographic features

The Brenta River originates in the Italian pre-Alps (Figure 6). In its upper part the river flows through a typical glacial-fluvial valley (U-shaped), the Valsugana Valley, from the Caldonazzo Lake. The river then flows across the wide Venetian Plain and drains into the Adriatic Sea. The lower part of the basin can be divided into an old deposition plain (alluvial fan of Bassano, Upper Pleistocene) on the left side of the river, and a more modern plain, the current Brenta River floodplain (Holocene). The study reach is in the lower part. The Brenta River basin has an area of 2280 km², of which 1160 km² is in the mountain region. The basin has a humid temperate-continental climate. Mean annual precipitation is 1313 mm, with maximums in spring (May–June) and autumn (October–November). The flow regime is characterized by low discharges during most of the year. The bankfull discharge is equal to 298 m³ s⁻¹ and has a statistical duration of 3.5 days and a return interval of 1.3 years.

The study reach of the Brenta River is 4.7 km downstream of the Barziza gauging station, near Bassano del Grappa (Veneto Region, see Figure 6). The reach is 1400 m long, and the active channel is, on average, 73 m wide with a slope of 0.0039 m m⁻¹. The bankfull mean depth is 1.4 m with a maximum depth of 2.8 m in the pools. The bed material is composed of a gravel–sand mixture with \( D_{50} = 24 \text{ mm} \) and a sand content of 15%. The bed surface is rather armoured, and the \( D_{50} \) is approximately 48 mm. The Brenta River exhibits a single-thread channel which is mainly incised and has a floodplain confined by levees. Along the left bank, artificial rip-raps inhibit channel widening, whereas the right bank is free to erode.

Data acquisition and digital terrain model development

A detailed representation of the elevations in the study reach (DTMs), which includes the wet areas, has been generated using the approach previously presented by Moretto et al. (2014a). The necessary data for DTMs generation was obtained by two LiDAR surveys. The first LiDAR survey dates to 2010, and the second was conducted in 2011, after two significant floods in November and December 2010. For each LiDAR survey, a point density able to generate digital terrain models with 0.5 m of horizontal resolution (at least 2 ground points per
square metre) was required. LiDAR data were taken along with a series of aerial photos with 0.15 m pixel resolution.

In order to integrate the elevation of wet areas in the DTMs generated with the LiDAR data, in-channel Differential Global Positioning System (dGPS) points were also acquired, taking different depth levels in a wide range of morphological units. Overall, 882 (in 2010) and 1526 (in 2011) points were surveyed.

The edges of the wet areas and reliable LiDAR points able to represent the water surface elevation (Zwl) were selected. The intensity of the colour bands and Zwl were added to the points acquired in the wet areas obtaining a shape file of points containing five fields (in addition to the spatial coordinates X and Y): the intensity of the three colour bands, Red (R), Green (G) and Blue (B), the elevation of the channel bed (Zwet) and Zwl. Finally, the channel depth was calculated as Dph = Zwl − Zwet. An empirical linear model for each year (2010 and 2011) between depth and the associated colour bands intensity was tested and applied.

The best bathymetric model was applied to the georeferenced photos to determine the ‘Raw channel Depth raster’ (RDph). The RDph was then filtered in order to delete incorrect points, mainly because of sunlight reflections, turbulence and elements (wood or sediment) above the water surface. The corresponding Zwl was added to the corrected points (Dph model) to obtain, for each point, the estimated elevation of the river bed (Zwet = Dph + Zwl). Hybrid DTMs (HDTM) were built up with the natural neighbour interpolator, integrat-
Samples of surface material were taken at five cross sections (covering a sequence riffle-pool-riffle-pool-riffle) in order to describe the spatial variability of grain size. A grid-by-number scheme was adopted to sample pebbles over dry portions of the channel. The grid was also extended into wet areas where possible. Following Rice and Church (1996), at least 120 particles were measured on each sampling site, for an overall number of about 700 pebbles along the reach. Two samples of subsurface sediments were also taken from lateral bars. In taking pebbles along the reach, two samples of subsurface sediment were considered in the study. The resulting record to be modelled had a total of 150 m$^3$ s$^{-1}$ as the reference dimensionless shear stress of 0.045. Discharges below 150 m$^3$ s$^{-1}$ were removed from the original record, but the sequence of discharges was conserved. The resulting record to be modelled had a length of 35 days, out of the total of 244 in the study period. The record includes three important flood events with peak daily mean discharges of 720 m$^3$ s$^{-1}$ (R.I. = 8 years), 545 m$^3$ s$^{-1}$ (R.I. = 3.3 years) and 759 m$^3$ s$^{-1}$ (R.I. = 9.5 years).

The DTM obtained by LiDAR surveys had a cell dimension of 0.5 m × 0.5 m. However, the simulation was performed with a mesh composed of coarser cells. It was therefore necessary to take the spatial average of elevations within each cell in the simulation domain. This procedure was applied to the initial and final DTM to provide the initial channel configuration for the simulation, but also a common frame for subsequent comparisons. The domain was divided into 111 cells in the downstream direction and 60 cells cross-wise. On average, cells were 12.6 m in length and between 2.00 and 4.00 m in width.

The reach averaged surface grain size distribution was assigned to each cell at the beginning of the simulation. The surface material had the following percentiles: $D_{16} = 16.0$ mm, $D_{50} = 48.2$ mm and $D_{84} = 136.5$ mm; and
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the bulk gravel–sand mixture was finer and had the percentiles $D_{16}=3.7\, \text{mm}$, $D_{50}=24.1\, \text{mm}$, $D_{84}=79.9\, \text{mm}$. The material was represented in the model with 18 grain classes ranging from 0.5 to 512 mm; 3 classes were used for sand and 15 for gravel. To consider ripraps and unmovable structures, a much coarser and immovable grain size was assigned, and a higher friction angle was set in the model (e.g. $89^\circ$); otherwise, an angle of $37^\circ$ was adopted for the mixture of gravel and sand. Sediment porosity was calculated using Wu and Wang’s (2006) formula and was equal to 0.241. Because a uniform GSD was used, bed surface is expected to change during the first time steps adjusting to the empirical sediment transport model. Although a previous warm-up phase was not included, the first day of the simulation (with a low discharge of $158\, \text{m}^3\, \text{s}^{-1}$) functioned in this way, and it was verified that minor changes took place: bed elevation changed 1.6% (taking the entire simulation as a reference), and the surface $D_{50}$ changed in the range of $-17.3\% +26.9\%$ of the original value. A longer warm-up period should be considered in future development of the application to improve the model performance.

At the downstream end of the study reach, a minimum bed elevation was imposed (i.e. no erosion allowed), and the water surface elevation was fixed at the uniform-flow depth. It was later verified that this minimum elevation did not impose a limit on bed incision.

Model validation

A series of test runs was performed first to validate the hydraulic model. Water surface elevations were recorded during a bankfull flood ($Q=298\, \text{m}^3\, \text{s}^{-1}$) that had occurred before the LiDAR survey in 2010, and during the peak discharge ($Q=759\, \text{m}^3\, \text{s}^{-1}$) for the event in December 2010. Because channel morphology changed between 2010 and 2011, it was not reliable to test the model against the highest discharge. The bankfull discharge event provided a good test because the entire channel was wetted and negligible changes occurred (according to a comparison between cross sections surveyed before the event and the LiDAR survey). Figure 7 shows the comparison between bankfull levels and predicted water surface elevation for the calibrated roughness parameters. The best agreement was obtained for $ks/D_{90}=2$, and hence this value was adopted for the subsequent runs (mean absolute error $= 0.27\, \text{m}$, and root mean square $= 0.40\, \text{m}$). The ratio $ks/D_{90}$ is kept constant in the model, but $ks$ can change as $D_{90}$ changes in each cell as the simulation progresses.

Downstream water surface elevation was also changed so as to assess its effect on the water profile. The energy gradient slope was changed by $\pm 20\%$ around the mean reach value ($0.0039\, \text{m}\, \text{m}^{-1}$), and the water surface elevation changed $\pm 0.12\, \text{m}$. The backwater extended only for $110\, \text{m}$, and beyond this point water surface elevation was not changed. This is acceptable given the channel slope and bed roughness ($D_{90}=181\, \text{mm}$).

Results

A first qualitative comparison between model results and field observations is made by considering the difference in bed elevation (DoD) at the beginning and end of a simulation. Figure 8 shows four numerical simulations of morphodynamic changes under the four imposed sediment supply scenarios, and the field observations. As expected, the higher the sediment supply is, the larger the spatial extent of deposition areas (in green) along the reach. Likewise, as sediment supply is reduced sectors with deposition become relatively less frequent and are replaced by erosion areas (in red).

The study reach can be divided in three sub-reaches if the siltation/erosion trends are considered: the approach, middle and the final sub-reach (see Figure 6). The approach sub-reach is located in the upstream part of the reach and is more evident in Runs 2 to 4, as a sector dominated by bed incision. This process is not evident in the field, where instead there was bank erosion. The approach sub-reach works as a transition, a buffer sub-reach, where the input sediment transport, imposed in the boundary, evolves to the actual sediment transport capacity of the reach. The extension of this sub-reach is approximately $450\, \text{m}$ (or 6 times the channel width). The second sub-reach can be identified from $450\, \text{m}$ to $1200\, \text{m}$. It is characterized by a series of alternating siltation and erosion sectors, the location of which is correctly predicted by the model. Moreover, bank erosion along the right bank is predicted in the same sector where it was observed. The sub-reach end is defined by the location of a siltation sector that is not present in the field. This sector is more possibly affected by backwater because of
inaccuracies in the determination of the downstream water surface elevation.

Mass balance was calculated across the channel in order to provide a quantitative comparison of siltation and erosion sectors along the reach. The bulk was converted into sediment volume correcting with the material porosity using the following approach:

\[ V_s = (1 - \lambda) \cdot V \]  

(9)

where \( V_s \) is the volume of sediments, \( V \) is the bed material bulk that includes voids and \( \lambda \) is the material porosity. Figure 9 shows the downstream trend of erosion/deposition, with positive differences indicating siltation and negative values erosion. Uncertainty bands were also calculated for observed volume differences (a range of 1 times the uncertainty around the mean value corresponds to a 68.3% probability, and the range around two times the uncertainty corresponds to a 95.4% probability). A marked difference is observed between field measurements and the outcomes of Run 1 that represent a state of mass equilibrium. Predictions lie above the observations far from the range of uncertainty (probability lower than 2.5%). The last Run, corresponding to the scenario with lowest sediment supply (only 25% of sediment recirculation), plots closer to field observations. The three sub-reaches can be examined in terms of mass balance. Predictions are within the range of uncertainty (for 95% probability) in the sub-reach between cross sections located at \( x = 300 \) m and \( x = 1250 \) m, i.e. the middle sub-reach. However, there is a general trend of downstream siltation that is higher for predictions than observations (two linear models were fitted and the slopes resulted as significantly different—\( p \)-value < 0.01). In the approach sub-reach (cross sections between \( x = 0 \) m and \( x = 300 \) m) predictions are lower than observations, and there are overestimations in the final sub-reach (cross sections between \( x = 1250 \) m and \( x = 1400 \) m).

Although Run 4 is the only one that approximates the actual field observations, in all the simulations there seems to be a similar pattern of downstream bed variation. For instance, near the cross section at \( x = 400 \) m (Figure 9) there is a peak in the mass balance indicating siltation (Run 1) or low erosion (Run 4). What seems to emerge is a rhythmic pattern of alternating sectors with higher and lower erosion sectors. Figure 10 shows the downstream difference of mass balance between consecutive cross sections (which represents a rough approximation of the downstream spatial derivation). It is worth noting that after the cross section at \( x = 260 \) m, all the curves collapse into one single band. This means that, in spite of different sediment supplies, all the runs predicted the same location for the transition between erosion/siltation sectors (maximum positive values), the transition from siltation to erosion sectors (minimum negative values) and erosion or siltation sectors (near zero values).
If the buffer sub-reach is excluded, the middle sub-reach can be considered for estimating the sediment budget of Brenta River. The mass deficit observed in the field was 39.577 m$^3$ (with an uncertainty of ±11.407 m$^3$), which is 20% higher than prediction from Run 4 results. A linear extrapolation was adopted for evaluating the sediment supply in the study reach that was equal to 68.940 m$^3$ (Table II). The output sediment bulk results from the sediment continuity equation. It is estimated that a sediment volume of 108 517 m$^3$ was transferred to the downstream reach during the events taking place in the study period. A mean bed incision of 0.48 m (±0.14 m) was calculated dividing the mass deficit by the channel area and correcting for material porosity.

Because Run 4 predictions are nearest to the actual morphological evolution of the reach (the difference in mass balance is not significant, with $p$-value=0.531), sediment transport from this simulation was used to calibrate a relationship between water discharge and the output sediment transport. Two equations were fitted, one is a simple power-type formula, and the second includes a threshold discharge (see Figure 11):

$$Q_s = 1.48 \cdot 10^{-8} Q^{2.50} \quad (r^2 = 0.959) \quad (10)$$

$$Q_s = 2.26 \cdot 10^{-7}(Q - 50)^{2.09} \quad (r^2 = 0.953) \quad (11)$$

where $Q_s$ is the output sediment transport (in m$^3$ s$^{-1}$) and $Q$ is the water discharge (in m$^3$ s$^{-1}$).

In order to assess the actual annual gravel supply in the Brenta river, data of mean daily discharge in the period 1954–2009 were adopted. This period is after the construction of major dams in the upper basin (Surian and Cisotto, 2007). For each hydrological year a volume of sediments was calculated applying Equations (10) and (11), and the average gravel volume transported by the study reach (in the period 1954–2009) is $47.0 \times 10^3$ m$^3$ yr$^{-1}$ and $36.4 \times 10^3$ m$^3$ yr$^{-1}$, respectively. However, because of annual changes in discharge magnitude and duration, the volume varies widely. The standard deviation is as high as the mean value calculated: $43.8 \times 10^3$ m$^3$ yr$^{-1}$ using Equation (10) and $37.4 \times 10^3$ m$^3$ yr$^{-1}$ using Equation (11). The annual supply varies in the range of $2 \times 10^3$ m$^3$ yr$^{-1}$–$2 \times 10^5$ m$^3$ yr$^{-1}$.

Although sediment transport is not actually measured in the study reach, an indirect comparison of results can be made considering researches conducted on other gravel-bed rivers. For instance, Barry et al. (2004, 2007) provided means for the estimation of a sediment rating curve based on basin area, the 2-year flood and bed material. The derived formula for the Brenta River is:

Table II. Analysis of mass balance, sediment supply and outlet within the sub-reach between cross sections located at $x = 300$ m and $x = 1250$ m. The value in brackets is the uncertainty in measurements. (*) interpolated values from simulations Run 3 and Run 4.
\[ Q_s = 6.5 \cdot 10^{-9} Q^{2.45} \] (12)

The coefficient provided by Barry et al. (2007) is 2.3 times smaller than the coefficient calibrated by the model, while the exponent is almost identical.

Bathurst (2007) developed another bedload transport formula based on field and flume data. His formula introduces a linear dependence of bedload with the excess discharge, i.e. above a threshold for sediment movement. In the case of the Brenta River, the threshold discharge as calculated following Bathurst’s approach ranges between 1.39 and 1.71 m$^3$s$^{-1}$m$^{-1}$ (i.e. 101 to 125 m$^3$s$^{-1}$, if a mean channel width of 73 m is considered). The formula proposed by Bathurst (2007) applied to the Brenta River reads as follows:

\[ Q_s = 5.7 \cdot 10^{-4}(Q - Q_{cr}) \] (13)

where $Q_{cr}$ is the threshold discharge. The exponent in this formula differs significantly from previous results and the coefficient is much higher. Figure 11 provides a comparison of results. The results from the simulations are the consequence of application of the Wilcock and Crowe (2003) model combined with the hydraulic model and surface material data. These results stand below the predictions made by the Bathurst (2007) model and above those obtained by applying the Barry et al. (2004, 2007) models.

**Discussion**

**Calibration of the sediment supply with field high-resolution data.** Sediment transport is extremely difficult to measure in the field, especially in large and dynamic gravel-bed rivers, and particularly during high magnitude flood events that exert the highest morphodynamic forcing to the system. Alternative approaches have been developed based on the river morphological changes (Lane et al., 1995; McLean and Church, 1999) or considering particle path lengths (Neill, 1987). The first approach has usually been applied in long reaches because it requires the application of the sediment continuity equation within sub-reaches (McLean and Church, 1999). The sediment output of one reach therefore constitutes the sediment supply for the downstream sub-reach. The method requires only the estimation of sediment supply at the first sub-reach and the input from tributaries within the reach. Surian and Cisotto (2007) applied this methodology to a 23-km-long reach of the Brenta River (the study reach in this paper is at the upstream end of their study reach). They analysed the morphological changes in 12 cross sections and estimated a sediment transport rate of nearly $25\times10^3$ m$^3$yr$^{-1}$ at cross section 2 (located within the current study reach), in the period 1984–1997. The approach followed in this study used a 2D model to assess the possible sediment supply to a small reach (1400 m long). The model was calibrated comparing the river morphological changes as predicted by the model and measured with high-resolution techniques in the field. The derived sediment rating curves were applied to calculate the annual sediment transport rate to the period 1987–1997 because there are gaps in the discharge record in the years 1984, 1985 and 1986. The mean gravel supply is $34.0\times10^3$ m$^3$yr$^{-1}$ using Equation (10) and $25.8\times10^3$ m$^3$yr$^{-1}$ using Equation (11). The latter value is almost identical to Surian and Cisotto’s findings. The result from Equation (10) is higher because the predicted sediment transport is higher for low discharges that have long durations in the Brenta River. At this range of low discharges, Equation (11) may more adequately predict the sediment transport because of the inhibiting effect of the coarse surface layer (Bathurst, 2007).

Field surveys of sediment mobility and displacement length have recently been done in the Brenta River (Mao et al., in preparation) and have been used to assess sediment transport by applying the so-called virtual velocity approach (see Wilcock, 1997). Although still preliminary, the first results take advantage of field assessed virtual velocity of sediment of different sizes, and thickness of the sediment active layer assessed using scour chains, and overall are suggesting that the bedload transport rate in the study reach may be in the order of $30\times10^3$ m$^3$yr$^{-1}$.

As a final comment, although the Wilcock and Crowe (2003) formula was used in the sediment transport model without previous calibration with field data (as suggested by Wilcock, 2001), the comparison made of bulk annual transport derived from other methods supports the choice.

**Possible evolutionary scenario of the Brenta River in the study reach.** Because the Brenta River study reach is located at the entrance of the river to the Venetian plain, it is severely conditioned by sediment supply. Sediment sources from upstream are limited by dams, and so attention should be paid to within reach sources. A relevant question thus arises on whether the study reach will continue in its mild trend of bed incision (as revealed by Moretto et al., 2014b) if no management or restoration strategies are implemented. Erosion along the active channel may be affected by several factors: channel widening, the development of a static armour or by fixing the boundary conditions at the bridge located near the downstream end of the reach.

The channel widening strategy has already been tested and applied in the field within the context of European gravel-bed rivers. In an extensive flume research programme carried out at the Technische Universität München—Germany (Schmautz and Aufleger, 2002; Aufleger and Niedermayr, 2004; Schmautz, 2004) bank
processes were studied, and the effect of ‘soft bank’, i.e. banks that could be eroded, was tested as a valid source of sediments. Laboratory results alongside numerical simulations showed that the material removed from the banks could stop bed incision. Similar field evidence has also been reported by Habersack and Piégay (2006). In a restoration programme on the Drau River (Austria) one goal was to stabilize the channel bed by increasing its width. In the case of the Brenta River, a significant proportion of the material deficit was made up by erosion along the banks of the channel (a quantification of the sediment volumes revealed that bank erosion supplied nearly 22,000 m³ of material during the floods, which is 38% of the total mass deficit). A possible river restoration scenario could entail the elimination of protection works existing along the right bank at the downstream part of the reach, where it would be possible to relocate three houses and build a new levee 100 m to 150 m from the current bank position.

Recent researches carried out by Rigon et al. (2012) and Moretto et al. (2014b) pointed out the relation between flood magnitude and channel widening, and stressed the role of riparian vegetation. Overall, a higher magnitude of flooding corresponds to a higher active channel widening, and a reduction of the active channel width is because of the expansion of riparian vegetation establishing on floodplains and islands during periods without major disturbance processes.

The development of a static armour is also crucial for channel stability. Laboratory experiments reveal that there are two phases during the development of the armour: a first phase of incision and a second of coarsening (Church et al., 1998; Wilcock et al., 2001; Mao et al., 2011). Furthermore, static armour layers are highly structured and imbricated with higher thresholds for entrainment. The Brenta River is highly armoured, with a reach-average absolute armouring index of 2.32 (3.58 at riffles and 1.72 at pools). This level of armouring seems to be insufficient to prevent erosion when floods of high magnitude occur (R.I. up to 9.5 years) as indicated by the field observations which show that the whole reach was subject to erosion processes. However, the armour stabilization role may be stronger for ordinary floods (RI ≈ 2 years).

CONCLUSIONS
The aim of this study was to assess the bed material transport and planform response and dynamics of the Nove reach of the Brenta River. The approach adopted high-resolution DTMS in combination with a 2D depth-averaged model. As a result, the annual bed material transported downstream was estimated at 36 to 47 x 10^3 m³ yr⁻¹, a value that is in the same order of magnitude as results coming from research applying the virtual velocity approach. The reach was divided into three sub-reaches: approach, middle and final. The approach sub-reach had a length of six river widths and worked as a buffer. The dynamics of sediment transport in the middle sub-reach has been described with acceptable biases by the model: predicted siltation areas, in-channel and bank erosion sectors. The final sub-reach is disturbed by boundary conditions.

The response of the channel planform in the medium term has to distinguish ordinary events (above bankfull discharge, with Q = 298 m³ s⁻¹ and R.I. ≈ 1.5 years) and high floods with recurrence interval above 8 to 10 years. With regard to ordinary events, because of the presence of a well armoured bed and low transport rates, no significant or only negligible changes are expected to be observed in the channel bed (considering also errors in determination of volume changes that render small changes difficult to discern). On the other hand, high floods are expected to produce widespread bank erosion and a mild trend of bed incision. Bank erosion accounts for almost 38% of material lost during floods, so the elimination of some protection works could be a possible river restoration scenario for preventing further bed incision.

The model was first tested against three laboratory experiments. The first experiment revealed that the sediment transport equation (Wilcock and Crowe model) overestimated sediment transport at low flows, but better agreement was found for higher flows. Results from the second test were consistent with previous results and call attention to the difficulty in predicting fractional and full transport conditions. Finally, the aim of the third test was to validate the morphological module. The model predicted well the bed profile and width of a laboratory stream when the development of the armour layer was inhibited in the model.

The model is representative of the current state of the art, and model components are similar to those employed in several similar models. When there are many logistical problems associated with direct measurement of bedload transport, its accurate application seems to be useful in the assessment of the actual and near future response of gravel-bed river planform configuration to flow variations and bed reworking.
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